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http://github.com/kunhe/TALR

• Optimization: combinatorial, NP-hard (search over all bit combinations) 
• To apply SGD: continuous relaxation! 
• Main trick: reverse “midpoint rule”: finite sums     continuous integrals

• Tie-aware ranking metrics [1]: average over all permutations 
of tied items, in closed-form

• Image retrieval by Hamming ranking, VGG-F architecture 
• Binary affinity (metric: AP)

• Multi-level affinity (metric: NDCG)

Tie-Breaking Matters

• No tie-awareness in training: optimization objective unclear! 
• No tie-awareness in testing: ambiguity in results, even exploitation!

• Relaxing the binary constraint:  1[x>0] ≈ tanh(x) 
• Differentiable histogram binning [2]

• Hashing: binary embeddings for fast Nearest Neighbors 
• Evaluation: Average Precision (AP), Normalized Discounted 

Cumulative Gain (NDCG), etc.

• Problem: with Hamming distance, ranking has ties
• End-to-end optimization (closed-form gradients)

How should we 
break the ties?
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• Key operation: 
   Histogram binning

AP = avg (                                                           )       = 0.92

NDCG = sum (                                              ) / maxDCG = 0.76


